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Abstract

Diffusion Transformers (DiTs) have achieved state-of-the-
art performance in generative modeling, yet their high com-
putational cost hinders real-time deployment. While feature
caching offers a promising training-free acceleration solution
by exploiting temporal redundancy, existing methods suffer
from two key limitations: (1) uniform caching intervals fail
to align with the non-uniform temporal dynamics of DiT,
and (2) naive feature reuse with excessively large caching in-
tervals can lead to severe error accumulation. In this work,
we analyze the evolution of DiT features during denoising
and reveal that both feature changes and error propagation
are highly time- and depth-varying. Motivated by this, we
propose ProCache, a training-free dynamic feature caching
framework that addresses these issues via two core compo-
nents: (i) a constraint-aware caching pattern search module
that generates non-uniform activation schedules through of-
fline constrained sampling, tailored to the model’s temporal
characteristics; and (ii) a selective computation module that
selectively compute within deep blocks and high-importance
tokens for cached segments to mitigate error accumulation
with minimal overhead. Extensive experiments on PixArt-α
and DiT demonstrate that ProCache achieves up to 1.96× and
2.90× acceleration with negligible quality degradation, sig-
nificantly outperforming prior caching-based methods.

Code — https://github.com/macovaseas/ProCache

1 Introduction
Diffusion models have achieved remarkable success in var-
ious visual generation tasks, including image and video
synthesis (Rombach et al. 2022; Brooks et al. 2024). Tra-
ditional diffusion models predominantly employed CNN-
based U-Net architectures (Rombach et al. 2022), while re-
cent transformer-based diffusion models (DiT) (Peebles and
Xie 2023; Brooks et al. 2024) have established state-of-the-
art performance by scaling up model parameters and training
data. However, such superior performance comes at the cost
of significant computational overhead, which severely limits
the deployment of DiT in real-world applications.
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To address this, plenty of efforts have been made to ac-
celerate DiT, including layer/token pruning (Fang, Ma, and
Wang 2023; Fang et al. 2024; Zhang et al. 2025), quanti-
zation (Shang et al. 2023; So et al. 2023; Liu and Zhang
2024), and knowledge distillation (Li et al. 2023; Salimans
and Ho 2022). However, these approaches typically require
additional post-training cost and struggle to achieve satisfac-
tory performance under high acceleration ratios. In contrast,
feature caching methods (Ma, Fang, and Wang 2023; Wim-
bauer et al. 2024; Selvaraju et al. 2024; Liu et al. 2025) of-
fer a training-free alternative by leveraging temporal redun-
dancy in denoising steps. They cache computed features for
reuse in subsequent steps, significantly improving inference
speed without any training requirement. Their plug-and-play
nature has attracted substantial interest.

However, these caching-based methods have their natural
limitations. First, uniform activation intervals (e.g., full com-
putation every N steps) fail to capture the dynamic charac-
teristics in denoising process. Although such rigid schedules
mitigate error accumulation through periodic updates, they
overlook the time-varying nature of feature evolution across
steps. Second, the exponential decay of feature similarity
with increasing timestep gaps causes significant error accu-
mulation when reusing stale features. Existing approaches
like ∆-DiT (Chen et al. 2024) and FORA (Selvaraju et al.
2024) directly reuse features without refinement, leading to
quality degradation at high acceleration ratios.

To better understand these limitations, we conduct a quan-
titative analysis of feature error across DiT blocks through-
out the denoising trajectory. Our investigation reveals two
key observations. First, as illustrated in Figure 1, although
feature errors grow progressively over diffusion steps, their
accumulation varies significantly across network depths. In
particular, deeper blocks exhibit substantially higher error
magnitudes. Second, model outputs exhibit distinct temporal
dynamics across denoising steps, with gradual stabilization
in the early and middle stages followed by rapid changes
(aligning with findings in (Liu et al. 2024; So et al. 2023;
Liu et al. 2025) and also evident in our empirical studies
of Figure 3). This suggests that a uniform caching sched-
ule fails to align with the evolving nature of the denoising
process and may lead to inaccurate caching reuse in fast-
changing phases. This suggests that a uniform caching strat-
egy, as adopted in prior work, is fundamentally suboptimal.



Figure 1: Evolution of relative L1 error across diffusion
steps in DiT blocks, which is computed from 10 samples
on PixArt-α. Errors grow progressively, with deeper blocks
(e.g., Block 25–28) showing significantly higher magnitudes
than shallower ones (e.g., Block 1–4), highlighting the non-
uniform error accumulation across network depths.

Inspired by these, we propose ProCache, a training-free
dynamic caching framework for efficient diffusion trans-
former inference. Our ProCache consists of two key com-
ponents: 1) Constraint-aware caching pattern search mech-
anism replaces uniform-interval schedules with offline-
optimized, non-uniform activation patterns. By analyzing
the evolution of transformer activations across timesteps,
we identify phases of high semantic sensitivity and design
a constrained sampling procedure to generate caching pat-
terns that maximize reuse in stable stages while enforcing
frequent computation during critical one. 2) Selective com-
putation strategy that mitigates error accumulation in long
reuse intervals through lightweight, structured updates. In-
stead of full computation, we selectively refresh only a small
set of transformer blocks and tokens. This partial update fo-
cuses computational effort where it matters most, effectively
maintaining semantic consistency with minimal overhead.
Contributions: 1) We analyze that DiT features evolve non-
uniformly during inference, i.e., stable in early stages but
highly dynamic in later timesteps, with error propagation
concentrated in deep layers, revealing the critical mismatch
of uniform caching. 2) We propose ProCache, a training-free
acceleration framework that solves this via constraint-aware
caching pattern search and selective computation, achiev-
ing adaptive speedup without quality loss. 3) Experiments
show ProCache delivers up to 1.96× and 2.90× acceleration
on PixArt-α and DiT, respectively, with negligible degrada-
tion—outperforming prior methods by a large margin.

2 Related Work
Diffusion models (DMs) have recently adopted Trans-
former based architectures, outperforming U-Net based
counterparts across multiple domains (Chen et al. 2023;
Ma et al. 2024b; Zheng et al. 2024), which introduces sub-
stantial computational overhead during inference, rendering
real-time deployment challenging. Efforts to mitigate com-
putational demands have explored model compression tech-
niques such as pruning (Fang, Ma, and Wang 2023; Bolya

and Hoffman 2023; Fang et al. 2024; Zhang et al. 2025),
quantization (Shang et al. 2023; So et al. 2023; Liu and
Zhang 2024), and knowledge distillation (Salimans and Ho
2022; Li et al. 2023). These approaches, however, require
resource-intensive retraining or fine-tuning to maintain gen-
eration quality. Consequently, recent research has shifted to-
ward training-free acceleration methods, including feature
caching and sampling timestep reduction methods.
Feature Caching methods accelerate diffusion models by
reusing intermediate features across sampling steps, exploit-
ing temporal redundancies in denoising computations. Early
approaches like DeepCache (Ma, Fang, and Wang 2023) and
Faster Diffusion (Li et al. 2024) targeted U-Net architec-
tures, reusing low-resolution features or skipping encoder
computations. However, they rely on U-Net’s hierarchical
structure limits applicability to transformer-based diffusion
models. Recent techniques address this gap through special-
ized reuse strategies: FORA (Selvaraju et al. 2024) and ∆-
DiT (Chen et al. 2024) leverage attention feature reuse and
MLP representation sharing, while PAB (Zhao et al. 2025)
optimizes attention head computations within DiT blocks.
L2C (Ma et al. 2024a) introduces dynamic computation
routing through trainable layer-wise skip decisions, achiev-
ing higher acceleration ratios at the cost of substantial train-
ing overhead. Despite these advances, these methods apply
identical caching strategies across all tokens, ignoring fine-
grained feature dynamics. To address this, token-level op-
timization methods like ToCa (Zou et al. 2025) selectively
caching tokens based on importance scores.
Sampling Timesteps Reduction methods constitute an-
other prominent approach for accelerating diffusion mod-
els, operating by minimizing the number of iterative de-
noising steps required during generation. While early ap-
proaches like DDIM (Song, Meng, and Ermon 2022) es-
tablished deterministic non-Markovian reverse processes for
significant step reduction, subsequent advances have refined
this paradigm: The DPM-Solver series (Lu et al. 2022, 2023)
introduced high-order adaptive solvers for optimized differ-
ential equation solving, while Rectified Flow (Lipman et al.
2023) employs recurrent flow fields to straighten probabil-
ity paths. Specialized extensions further enhance applicabil-
ity, YONOS (Noroozi et al. 2024) enables single-step super-
resolution via scale distillation, DC-Solver (Zhao et al.
2024) addresses predictor-corrector misalignment through
dynamic compensation, and InvSR (Yue, Liao, and Loy
2025) facilitates arbitrary-step sampling via noise predictor
networks. Notably, these techniques are orthogonal to the
feature caching methods that our work advances.

3 Proposed Method
3.1 Problem Statement and Overview
Let G denote a pretrained Diffusion Transformer (DiT) (Pee-
bles and Xie 2023) model with L layers, i.e., G = g1 ◦
g2 ◦ · · · ◦ gL. Each layer l consists of three components:
self-attention (SA), cross-attention (CA), and a multilayer
perceptron (MLP), i.e., gl = FSA

l ◦ FCA
l ◦ FMLP

l . All these
three operations can be unified under a common paradigm:
F(x) = x + AdaLN ◦ f(x), where f(x) represents either
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Figure 2: Overall pipeline of ProCache. 1) ProCache explores valid caching patterns under three principled constraints and
selects the optimal strategy via lightweight offline sampling based on quality metrics (e.g., FID). 2) It then inserts partial
recomputation within contiguous cache steps, selectively updating high-importance tokens in deeper layers.

attention or MLP transformations, and AdaLN (Peebles and
Xie 2023) ensures stable feature normalization across vary-
ing noise conditions. During inference, DiT generates out-
puts progressively through multiple timesteps from 1 to T .
However, this process can be time-consuming due to the se-
quential computation over many timesteps.

To accelerate inference, we can exploit temporal redun-
dancy by reusing features across timesteps (Selvaraju et al.
2024). Specifically, instead of recomputing F(xl

t) at every
timestep t, we reuse previously computed features by ap-
proximating F(xl

t−k) := F(xl
t), where xl

t represents the
features at timestep t and layer l and k represents the offset
in timesteps. However, existing approaches typically adopt
a uniform interval for feature reuse across all timesteps, fail-
ing to account for the non-uniform temporal dynamics in-
herent in DiT. Furthermore, these methods propagate cached
features across multiple denoising steps without adaptive re-
finement. As a result, such strategies may lead to suboptimal
approximations, limiting acceleration gains due to unneces-
sary recomputation or inaccurate feature reuse.
Method Overview. In this paper, we propose ProCache,
a training-free caching framework for efficient DiT infer-
ence. As illustrated in Figure 2, our ProCache consists of
two core components: 1) We propose a constraint-aware
caching pattern search method that aims to replace uniform-
interval caching pattern with a model-tailored one (c.f. Sec-
tion 3.2). We devise an offline constrained sampling pipeline
that searches for promising caching patterns under three
principled constraints. The resulting pattern maximizes fea-
ture reuse in stable denoising steps while ensuring frequent
computation during high-sensitivity ones. 2) We devise a
selective computation framework to mitigate error accumu-
lation in long reuse intervals (c.f. Section 3.3). Instead of
fully computing features, we selectively compute only a
small subset of transformer blocks and tokens at chosen
timesteps. This effectively refreshes critical semantic con-
tent while maintaining low computational overhead. The
overall pipeline of ProCache is shown in Algorithm 1.

Figure 3: Output L1 error between the current step and the
previous step in DiT-XL/2 across the diffusion process.

3.2 Constraint-Aware Caching Pattern Search
The aforementioned limitations of uniform-interval caching
raise a crucial question: are all timesteps equally con-
ducive to feature reuse? To investigate this, we measure the
temporal discrepancy in DiT-XL-2 outputs via ∥Gt(xt) −
Gt−1(xt−1)∥ across the denoising process. As shown in Fig-
ure 3, feature divergence remains small in early and mid
stages but grows sharply in later steps, following an approx-
imately exponential trend. This reveals that uniform caching
misaligns with DiT’s temporal dynamics, causing either ex-
cessive computation in stable phases or error accumulation
in fast-evolving stages. Instead, effective caching should
adapt to the non-uniform evolution of features.

Motivated by this, we propose a constraint-aware caching
pattern search framework that finds a customized, non-
uniform caching schedule for each model that reduces fea-
ture reuse in critical phases and maximizes it where stable.
To this end, we first represent each caching pattern as a bi-
nary sequence s = [s1, s2, . . . , sT ] ∈ {0, 1}T , where st = 1
denotes computation at step t, and st = 0 denotes feature
reuse from the cache. Let T (s) = {t ∈ [T ] | st = 1} de-
note the set of timesteps where computation is performed,
and let M = |T (s)| =

∑T
t=1 st be the total number of acti-



Algorithm 1: DiT Inference Pipeline of l-th Block with our
ProCache. Note: Before the inference, we have identified an
effective caching pattern s∗ via the procedure in Sec. 3.2.

Require: The DiT block Fl, searched caching pattern s∗,
selective layer set U cmpt, selective updated timestep set
T cmpt, token selection ratio p, #denoising steps T

1: for t = 1 to T do
2: if s∗t = 1 then
3: // Case 1: Computation without cache
4: Fl(xt) = xt + fl(xt); store cache c = fl(xt)
5: // AdaLN is omitted for simplicity, same below
6: else
7: if l ∈ U cmpt and t ∈ T cmpt then
8: // Case 2: Selective computation
9: Calculate Icmpt via Eqn.(9) with p

10: Fl(xt) = xt + fl(xt; c; Icmpt); where c is from
cache // We only compute on important tokens,
while the remaining tokens use cache

11: Store cache c = fl(xt; c; Icmpt)
12: else
13: // Case 3: No computation, use cache
14: Fl(xt) = xt + c; where c is from cache
15: end if
16: end if
17: end for
18: return Fl(xt) // as the input for next block computation

vated steps. We define the ordered activation timestamps as
t1 < t2 < · · · < tM , obtained by sorting T (s) in ascending
order. We define the i-th reuse interval vi as:

vi = ti+1 − ti − 1, for i = 1, 2, . . . ,M − 1, (1)
which denotes the number of consecutive timesteps with
cached features between two computed steps.

When sampling candidate sequences from the search
space Ω = {0, 1}T , we hope the candidates satisfied the
following three constraints, designed to balance computa-
tional efficiency, generation stability, and alignment with
DiT’s temporal dynamics:
1. Budget constraint: To ensure significant acceleration,

the total number of activation timesteps must remain be-
low a predefined budget B ≪ T :

M =

T∑
t=1

st ≤ B. (2)

2. Monotonic constraint: As shown in Figure 3, feature
changes in DiT are slow in early stages but accelerate in
later stages. To preserve fidelity where it matters most,
reuse intervals should be non-increasing over time:

vi+1 ≤ vi, ∀i = 1, . . . ,M − 2. (3)

3. Bounded constraint: Excessively long reuse intervals
can lead to error accumulation, while overly short ones
undermine efficiency. Therefore, each interval is con-
strained within a feasible range:

vmin ≤ vi ≤ vmax, ∀i = 1, . . . ,M − 1, (4)
where vmin ≥ 0 and vmax ≥ vmin are hyper-parameters.

Figure 4: Relative L1 error of features across different
blocks in DiT-XL/2, measured at step 20.

Formally, we define the constrained search space as the
set of all patterns that satisfy all three above constraints:

C=
{
s∈{0, 1}T

∣∣ s satisfies Eqns.(2), (3), and (4)
}
. (5)

By restricting the search to this constrained space, we effi-
ciently eliminate invalid patterns while preserving effective
variations that align with the temporal dynamics of DiT.
Effective Caching Patterns Derivation. To find the fi-
nal caching pattern for a given DiT model, we follow
an automated, offline procedure that combines constrained
sampling with lightweight evaluation. We first generate K
candidate patterns s(1), s(2), . . . , s(K) from the constrained
search space C. Then, we evaluate each candidate on a small
representative dataset on a quality metric such as FID. We
adopt the pattern that achieves the best performance as the
final pattern s∗. This process is fully training-free, and com-
pletes less than one hour on a single GPU.

3.3 Selective Computation for Caching Step
Given the searched caching pattern s∗, we incorporate
lightweight computations to mitigate error accumulation
over multiple denoising steps. Specifically, we define the set
of timesteps for computation based solely on the structure
of s∗. Let ℓ(t) denote the starting timestep of the maximal
contiguous zero block containing t, defined as:

ℓ(t) = max {τ ≤ t | sτ = 1}+ 1, (6)

with ℓ(t) = 1 if no such τ exists. We apply selective com-
putation at every second position within each zero block.
Formally, the set of timesteps selected for updates is:

T cmpt = {t | st = 0, t− ℓ(t) + 1 is even} . (7)

At each t ∈ T cmpt, instead of reusing all cached features, we
compute only a subset of layers and tokens, while keeping
the rest cached. Formally, the update rule is:

x
(l)
i =

{
f (l)(x

(l−1)
i ), if l ∈ U cmpt and i ∈ Icmpt

Cache(l)(xi), otherwise
(8)

where x
(l)
i denotes token xi at layer l, U cmpt is the set of

layers to compute, Icmpt denotes the selected token index,



Method Latency(s) ↓ FLOPs(T) ↓ Speed ↑ FID ↓ sFID ↓ Precision ↑ Recall ↑ Inception
Score ↑

DDPM-250 steps 49.564 118.68 - 2.31 4.98 0.82 0.58 243.42

DDIM-50 steps 4.549 23.74 1.00× 2.43 4.40 0.80 0.59 241.25
DDIM-25 steps 2.263 11.87 2.00× 3.18 4.74 0.79 0.58 232.01
DDIM-20 steps 1.862 9.49 2.50× 3.81 5.15 0.78 0.58 221.43
DDIM-17 steps 1.563 8.07 2.94× 4.58 5.76 0.77 0.56 208.72

∆-DiT(N = 3) 2.572 16.46 1.47× 3.75 5.70 0.77 0.54 207.57
FORA (N = 3) 2.191 8.59 2.76× 3.88 6.43 0.79 0.54 229.02
ToCa (N = 3) 2.087 10.23 2.32× 3.04 5.14 0.79 0.56 230.70
ToCa (N = 4) 2.063 8.73 2.72× 3.64 5.55 0.78 0.56 223.25
ProCache (Ours) 1.725 8.18 2.90× 2.96 4.93 0.80 0.57 232.85

Table 1: Quantitative comparison on class-to-image generation on ImageNet with DiT-XL/2.

f (l)(·) denotes the computation operator at the l-th layer, and
Cache(l)(·) retrieves the cached activation. Notably, our se-
lective computation strategy introduces only about 3% addi-
tional latency, as we compute on a small set of caching steps,
a subset of layers (25%), and a subset of tokens (7–30%). We
detail the construction of U cmpt and Icmpt below.

Layer Selection: Focus on Deep Blocks. To determine the
set of layers to compute U cmpt, we analyze feature error
propagation across transformer blocks during the denoising
process. As shown in Figure 4, errors accumulate predom-
inantly in deeper layers, where high-level semantic refine-
ment occurs. While shallow layers exhibit strong temporal
stability and minimal deviation over timesteps. Motivated by
this, we define U cmpt as the indices of the deepest D = r ∗L
layers: U cmpt = {l | (L − D) ≤ l ≤ L}, where r is a
computed ratio and L is the total number of blocks.

Token Selection: Prioritizing Important Tokens. To deter-
mine the set of tokens to compute Icmpt, we consider their
dynamic influence during the generation process. Tokens
with large feature changes play a more critical role in shap-
ing the output structure, and thus benefit more from fresh
computation. To quantify this, we measure token importance
based on the magnitude of its attention module output. Let
xi denote the i-th token in the sequence, and let vi be its
corresponding output from the attention module. We define
its importance score as: T (xi) = ∥vi∥2. We then select the
top-p% most important tokens to form Icmpt:

Icmpt = {i | rank(T (xi)) ≤ p%×N} , (9)

where N is the number of tokens. In practice, p is chosen
to retain only a small fraction (7–30%), ensuring minimal
computational overhead while preserving key information.

Note that for the cross-attention and FFN modules, we ap-
ply this token selection strategy to compute only the top-p%
most important tokens. However, in the self-attention mod-
ule, each token attends to all others, making partial compu-
tation prone to error propagation. Thus, we do not employ
this token selection strategy for self-attention module.

4 Experiments
4.1 Experiment Setup
Baselines. We employ three SoTA vision generative models
on two tasks: PixArt-α (Chen et al. 2023) with 20 DPM-
Solver++ (Lu et al. 2023) steps for text-to-image genera-
tion; FLUX.1-dev and FLUX.1-schnell (Labs 2024) utiliz-
ing 50 and 4 Rectified Flow (Lipman et al. 2023) steps re-
spectively for text-to-image generation; and DiT-XL/2 (Pee-
bles and Xie 2023) with 50 DDIM (Song, Meng, and Ermon
2022) steps for class-conditional image generation.
Implementation Details. For DiT-XL/2, we perform
class-conditional generation on the full 1,000-class Im-
ageNet (Deng et al. 2009), synthesizing 50,000 images
at 256 × 256 resolution. PixArt-α text-to-image experi-
ments employed 30,000 randomly selected captions from
the COCO-2017 (Lin et al. 2015) validation set, generating
corresponding images at 256 × 256 resolution. For FLUX
family, we generated high-resolution 1024×1024 images on
PartiPrompts (Yu et al. 2022) containing 1,632 text prompts.
We set the sampling budget K to 5 and B ∈ {7, 17} in our
caching pattern search. In selective computation, we com-
pute on the deep 25-50% blocks. vmin and vmax are typically
set in the range of 2-5. We put more details in the Appendix.

4.2 Quantitative Evaluations
Comparisons with SoTA on ImageNet. In Table 1, our Pro-
Cache achieves a 2.90× speedup while achieving the best
FID and sFID scores of 2.96 and 4.93, respectively. Com-
pared to the uniform caching strategy like FORA, our Pro-
Cache achieves nearly a 30% improvement in FID and sFID
metrics while enhancing the speedup ratio by 5%. This re-
sult demonstrates that ProCache outperforms other accelera-
tion techniques. Moreover, ProCache maintains competitive
Precision, Recall and Inception Score, surpassing existing
acceleration methods and reinforcing its advantage.
Comparisons with SoTA on MS-COCO30k. To eval-
uate ProCache’s performance in text-to-image generation
tasks, we conducted comprehensive experiments on the
COCO30K dataset. As shown in Table 3, we compare our
ProCache with three SoTA training-free acceleration meth-
ods across various configuration settings. For comparative



Models Method Latency(s) ↓ FLOPs(T) ↓ Speed ↑ Image Reward ↑

FLUX.1-dev
(Labs 2024)

Euler-50 steps 33.85 3719.50 1.00× 1.202

68% steps 23.02 2529.26 1.47× 1.200
FORA (Selvaraju et al. 2024) 20.82 2483.32 1.51× 1.196
ToCa (N = 2) 19.88 2458.06 1.51× 1.202
ProCache (Ours) 18.73 2415.25 1.54× 1.207

FLUX.1-schnell
(Labs 2024)

LCM-4 steps 2.882 277.88 1.00× 1.133

75% steps 2.162 208.41 1.33× 1.132
FORA1 (Selvaraju et al. 2024) 2.365 225.60 1.23× 1.129
FORA2 (Selvaraju et al. 2024) 2.365 225.60 1.23× 1.124
FORA3 (Selvaraju et al. 2024) 2.365 225.60 1.23× 1.123
ToCa (N = 2) 1.890 181.30 1.53× 1.134
ProCache (Ours)(N = 2) 1.817 177.26 1.56× 1.138

Table 2: Quantitative comparison in text-to-image generation for FLUX on Image Reward. FORA1, FORA2, and FORA3

represent different step-skipping configurations where the model bypasses step 2, 3, and 4 respectively during generation.

Figure 5: Image generation samples at 1024 × 1024 resolutions under 1.56× speed-up ratios.

Method Latency(s)↓ FLOPs(T)↓ Speed↑ COCO2017
FID↓ CLIP↑

PixArt-α 2.142 11.18 1.00× 28.12 16.29

50% steps 1.044 5.59 2.00× 37.62 15.81
∆-DiT 1.724 7.68 1.54× 28.91 16.41
FORA1 1.575 5.66 1.98× 29.63 16.40
FORA2 1.301 6.05 2.79× 29.84 16.42
ToCa 1.473 6.33 1.77× 28.02 16.43
ProCache 1.215 5.70 1.96× 27.66 16.45

Table 3: Quantitative comparison in text-to-image genera-
tion for PixArt-α on MS-COCO2017. FORA1 and FORA2

denote configurations with different activation intervals, cor-
responding to N = 2 and N = 3, respectively.

analysis, we also included the 10-step DPM-Solver++ sam-
pling approach. The quantitative results demonstrate that un-
der an acceleration ratio of approximately 2.0, our ProCache
achieves the best trade-off between generation quality and
inference speed, outperforming existing methods by secur-
ing the lowest FID-30k score and the highest CLIP score on
the MS-COCO2017 generation task.
Comparisons with SoTA on PartiPrompts. We further
evaluate our ProCache on state-of-the-art text-to-image dif-

Figure 6: Qualitative comparisons of 512 × 512 image gen-
erations between the original sampler (top, 1.00× speed)
and ProCache (bottom, 2.90× speed-up).

fusion models featuring higher resolutions and fewer denois-
ing steps, demonstrating its effectiveness under advanced
generation conditions. Since this model can generate im-
ages in just four steps, our ProCache does not use the pat-
tern search strategy and instead adopts a fixed interval of
2 steps for generation. In Table 2, our ProCache achieves
superior acceleration trade-off compared to existing meth-
ods, maintaining comparable Image Reward scores to other
baselines at an approximately around 1.55× speedup ratio
on both the 50-step FLUX.1-dev and 4-step FLUX.1-schnell
models. In contrast to FORA that exhibit quality degrada-
tion even at 1.5× acceleration, ProCache preserves percep-
tual quality metrics while doubling inference efficiency.



Method Speed↑ FID↓ sFID↓
Default (B = 13) 2.93× 4.75 8.43
+ Searched Pattern 2.93× 3.15 5.12
+ Selective Computation 2.90× 3.28 5.95

ProCache (Ours) 2.90× 2.94 4.93

(a) Ablations on the proposed components.

K FID↓ Inception Score↑

5 45.07 181.69
10 45.02 182.50
15 44.96 181.63

(b) Ablations on sample budget K.

r FLOPs (T)↓ FID↓ Inception Score↑

50% 9.138 45.32 184.18
65% 8.911 45.33 184.09
75% 8.594 45.31 183.61
90% 8.344 45.38 182.46

(c) Ablations on proportion r of compute blocks.

Table 4: Ablation studies of our ProCache on ImageNet with DiT-XL/2.

(a) Performance stability across 5 run trials. (b) Comparison of speedup ratio versus quality metrics (FID and Inception Score).

Figure 7: Robustness and efficiency–quality trade-off analysis of DiT-XL/2 on ImageNet-1k (a) and ImageNet-50k (b).

4.3 Qualitative Analysis
Text-to-image generation. We evaluated ProCache in high-
resolution text-to-image generation tasks. As illustrated in
Figure 5 for FLUX.1-dev, the visual comparison demon-
strates ProCache’s ability to maintain perceptual quality
while achieving substantial acceleration.
Class-conditional image generation. In Figure 6, we
present image generation samples from ProCache. Com-
pared with the original image, ProCache maintains percep-
tual quality indistinguishable from the original model at
2.90× acceleration, with imperceptible losses in fine detail.
We put more qualitative results in the Appendix.

4.4 Further Experiments
Effect of Different Components. In Table 4a, the results
demonstrate the effectiveness of ProCache’s two core com-
ponents. First, the searched caching pattern improves both
FID and sFID without any computational overhead, main-
taining identical speed to the default baseline while achiev-
ing better generation quality. Second, the selective compu-
tation mechanism further enhances performance with mini-
mal additional cost, the slight reduction in speed (2.90× vs.
2.93×), yet yields measurable improvements.
Ablations on Sampling Budget. In Table 4b, we present ab-
lations on sampling budget K. As K increases from 5 to 15,
FID scores exhibit an improvement, indicating that larger
sampling budget enables discovery of higher-quality activa-
tion schedules. Notably, even with K = 5, the lowest sam-
pling budget and the least performant setting, our method
still surpasses existing approaches. Given its superior com-
putational efficiency, we adopt K = 5 as the default budget.
Effect of computing #blocks. To study this, we evaluate

performance at different depths (50–90% of total blocks)
on DiT-XL/2. In Table 4c, 75% of blocks achieves the low-
est FID and a competitive Inception Score. Going deeper
(e.g., 50%) brings no FID improvement and lowers Incep-
tion Score, indicating diminishing returns beyond a thresh-
old. To maximize speedup, we use 25% in main experi-
ments—the minimal depth that preserves quality.
Robustness of Caching Pattern Search. Our constraint-
aware cache pattern search in Sec. 3.2 involves randomness.
To verify its robustness in practical use, we conducted five
run trials on the ImageNet-1K. In Figure 7a, the variations in
both FID and Inception Score across runs are minimal. This
indicates that our algorithm always finds promising cache
pattern, maintaining reliable generative performance regard-
less of the random sampling variation.
High-acceleration Ratios Performance. To comprehen-
sively evaluate the trade-off between speedup and model
accuracy, we conducted experiments on ImageNet-50k us-
ing DDIM with varying steps, ∆-DiT, and FORA. In Fig-
ure 7b, our ProCache outperforms prior caching methods,
which suffer from feature error accumulation. Our ProCache
reduces quality degradation by 56.2% and achieves robust
performance in acceleration regimes exceeding 4.53×.

5 Conclusion
In this work, we addressed the challenge of high computa-
tional costs associated with DiTs in generative modeling by
proposed ProCache, a training-free dynamic feature caching
framework. ProCache achieves 2.90× speedup with mini-
mal impact on generation quality, outperforming existing
methods. Our results highlight its potential to enable effi-
cient real-time deployment of DiTs.
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Appendix of “ProCache: Constraint-Aware Feature Caching with Selective
Computation for Diffusion Transformer Acceleration”

In the supplementary, we provide more experimental results and more details on the ProCache method. We organize our
supplementary as follows.

• In Section A, we provide more implementation details for evaluation and model configuration.
• In Section B, we provide more details about the proposed ProCache.
• In Section C, we provide additional experimental results.
• In Section D, we show more visualization results for qualitative analysis.
• In Section E, we provide the final pattern searched by ProCache for different models.

A More Implementation Details
A.1 More Details of Evaluation
For DiT-XL/2, we performed class-conditional generation on the full 1,000-class ImageNet dataset (Deng et al. 2009), synthe-
sizing 50,000 images at 256× 256 resolution. Model optimization was guided by FID-1k (Heusel et al. 2018) scores, with final
performance evaluated using FID-50k. Secondary evaluation metrics included sFID, Inception Score, and Precision & Recall
metrics. The PixArt-α text-to-image experiments employed 30,000 randomly selected captions from the COCO-2017 (Lin et al.
2015) validation set, generating corresponding images at 256 × 256 resolution. We conducted parameter optimization using
FID-3k and performed final quality assessment with FID-30k. Image-text alignment was quantified using CLIP Score (Hessel
et al. 2022) between generated images and input prompts. For the FLUX family, we generated high-resolution 1024 × 1024
images on the PartiPrompts dataset (Yu et al. 2022) containing 1,632 text prompts. We use Image Reward (Xu et al. 2023), a
metric that better suited to measuring human preference, to evaluate the generation quality. All experiments were implemented
in Python 3.9 with PyTorch 2.4.0. Computational resources included two NVIDIA RTX 3090 (24GB) GPUs for DiT-XL/2 and
PixArt-α experiments, and a single NVIDIA A800 (80GB) GPU for FLUX models evaluations.

A.2 More Details of Hyper-parameters in Different Diffusion Models
The ProCache framework employs six key hyper-parameters that govern its dynamic caching and selective computation strate-
gies: K denotes the sampling budget for candidate pattern generation, B represents the activation budget constraining total
computational steps, p specifies the token selection ratio for importance-based token computation, vmin and vmax define the
minimum and maximum reuse intervals for feature caching, and r indicates the proportion of transformer blocks requiring
computation updates. These hyper-parameters collectively balance acceleration efficiency with generation quality by adapting
to the non-uniform temporal dynamics of diffusion transformers, with their optimal configurations varying across different
model architectures as detailed in Table A.

Model K B p vmin vmax r

DiT-XL/2 5 17 7% 2 5 75%
PixArt-α 5 7 30% 2 3 50%

FLUX.1-dev 5 17 30% 2 3 50%
FLUX.1-schnell - - 30% - - 50%

Table A: Hyperparameter settings on different models. In FLUX.1-schnell, we abandoned the pattern search strategy.

B More Details of our ProCache
B.1 Constraint-Aware Caching Pattern Search
The constraint-aware caching pattern search framework lies at the core of ProCache, enabling the discovery of optimal non-
uniform caching schedules that align with the temporal dynamics of diffusion transformers. As formally presented in Algo-
rithm A, our framework employs a constrained random sampling strategy to efficiently explore the vast space of possible
caching patterns while respecting three critical constraints identified in Section 3.2 of the main paper.

The algorithm begins by initializing an empty candidate set C and iteratively generates random binary sequences s ∈ {0, 1}T
where each element st indicates whether computation (1) or caching (0) occurs at timestep t. For each candidate sequence,



Algorithm A: Constraint-Aware Caching Pattern Search

Require:

T Total denoising steps
K Sampling quota
B Maximum number of activation steps
vmin Minimum reuse interval
vmax Maximum reuse interval
M Maximum number of attempts

Ensure: S ⊆ {0, 1}T : Set of K feasible cache-activation scheduling strategies
Initialize an empty set C ← ∅
Set attempt counter m← 0
while |C| < K and m < M do

Generate a random binary sequence s ∈ {0, 1}T via uniform stochastic sampling
m← m+ 1
if
∑T

t=1 st > B then
Discard s due to budget violation
Continue to next iteration

end if
Extract activation indices A = {t ∈ [1, T ] | st = 1}, sorted in increasing order
for i = 1 to |A| − 1 do

Compute inter-activation interval vi = Ai+1 −Ai − 1
if vi < vmin or vi > vmax then

Discard s due to interval constraint violation
Break and continue to next iteration

end if
end for
Add s to candidate set: C ← C ∪ {s}

end while
return S ← top-K distinct strategies from C

the algorithm verifies three essential constraints in a specific order of computational efficiency. First, it checks the budget con-
straint by ensuring the total number of activation steps satisfies

∑T
t=1 st ≤ B, discarding sequences that violate this fundamen-

tal requirement for target acceleration ratio. Second, the algorithm extracts the sorted activation indices A = {t1, t2, . . . , tM}
(where t1 < t2 < · · · < tM ) and verifies the bounded constraint by confirming all inter-activation intervals vi = ti+1− ti−1
fall within the specified range [vmin, vmax], which prevents both excessive error accumulation from long reuse intervals and
unnecessary computation from overly short ones.

Notably, while the monotonic constraint (vi+1 ≤ vi) is described in the main paper as ensuring longer reuse intervals
in early stable stages and shorter ones in later dynamic stages, our implementation handles this constraint implicitly through
the evaluation phase rather than the sampling phase. This design choice significantly improves sampling efficiency while still
capturing the desired temporal characteristics—candidate patterns violating the monotonic principle typically receive lower
quality scores during evaluation and are thus naturally filtered out.

The algorithm continues this constrained sampling process until either K valid patterns are collected or the maximum attempt
count M is reached, ensuring computational tractability. The resulting candidate set C is then evaluated on a small representative
dataset using quality metrics such as FID, with the top-K performing patterns selected for final deployment. This two-stage ap-
proach—constrained sampling followed by lightweight evaluation—strikes an optimal balance between exploration efficiency
and solution quality, requiring only approximately one hour on a single GPU to identify the optimal caching pattern for a given
diffusion transformer model.

B.2 Selective Computation for Caching Step
Token Selection and Updates. DiT architectures allow processing a variable number of tokens, offering flexibility for efficient
inference. Leveraging this property, we first identify a critical subset of tokens—referred to as base tokens—and restrict heavy
computation to only these tokens, while skipping the rest using cached values from previous timesteps. The cache is then
selectively updated across layers.

A key challenge lies in identifying these base tokens efficiently. Prior works (Zhang et al. 2025; Zou et al. 2025) often
rely on attention-based token importance scores, e.g., by selecting tokens with high attention weights in self-attention maps.
However, such strategies require access to attention scores, which are not available in optimized attention implementations like
FlashAttention (Dao et al. 2022) and memory-efficient attention. These implementations trade off intermediate score outputs for
speed and memory efficiency, making score-based selection incompatible in practice. To resolve this incompatibility, we adopt



a score-free yet effective proxy for token importance—namely, the ℓ2-norm of the value vector in attention layers. Empirically,
tokens with higher attention scores often correspond to larger value vector norms. Hence, the norm of the value projection
serves as a practical and efficient criterion for importance estimation. Therefore, we define the importance score of token xi

using its corresponding value vector in the attention module: vi = ValueProj(xi).
Computation Injection for Long Cache Sequences. We consider the risk of prolonged cache reuse. Even with deep-layer
updates, long contiguous sequences of st = 0 can lead to irreversible error drift. To prevent this, we inject lightweight partial
computations into maximal contiguous zero blocks in s.

Specifically, for every such block [0, 0, . . . , 0], we insert partial updates at regular intervals—specifically, at every second
position starting from the second:

[0]→ [0]

[0, 0]→ [0, α]

[0, 0, 0]→ [0, α, 0]

[0, 0, 0, 0]→ [0, α, 0, α]

[0, 0, 0, 0, 0]→ [0, α, 0, α, 0]

[0, 0, 0, 0, 0, 0]→ [0, α, 0, α, 0, α]

where α denotes a timestep with partial computation (deep-layer update only). This injection ensures that no cache-only se-
quence exceeds two consecutive steps without correction, improving stability with minimal overhead.

C More Experimental Results
C.1 Demonstration of ProCache’s Flexibility
The flexibility of ProCache is demonstrated in Table B, which presents comprehensive performance across varying compu-
tational budgets. Our framework exhibits remarkable adaptability by allowing precise control over the acceleration-quality
trade-off through the activation budget parameter B. When configured with B = 21, ProCache achieves a 2.74× speedup
while delivering state-of-the-art FID, significantly outperforming existing methods at comparable acceleration ratios. With a
more aggressive budget of B = 17, the framework maintains exceptional generation quality while achieving a 2.90× speedup,
surpassing all baseline methods in both quantitative metrics and visual fidelity. Most notably, when pushed to an extreme bud-
get of B = 13, ProCache still delivers a substantial 3.69× acceleration with acceptable quality degradation, demonstrating
robust performance even in high-acceleration regimes. This tunable characteristic makes ProCache particularly valuable for
diverse deployment scenarios—from resource-constrained edge devices requiring maximum acceleration to quality-sensitive
applications where minimal degradation is paramount—without requiring any model retraining or architectural modifications.

Method Latency(s) ↓ FLOPs(T) ↓ Speed ↑ FID ↓ sFID ↓ Precision ↑ Recall ↑ Inception
Score ↑

DDPM-250 steps 49.564 118.68 - 2.31 4.98 0.82 0.58 243.42

DDIM-50 steps 4.549 23.74 1.00× 2.43 4.40 0.80 0.59 241.25
DDIM-25 steps 2.263 11.87 2.00× 3.18 4.74 0.79 0.58 232.01
DDIM-20 steps 1.862 9.49 2.50× 3.81 5.15 0.78 0.58 221.43
DDIM-17 steps 1.563 8.07 2.94× 4.58 5.76 0.77 0.56 208.72

∆-DiT(N = 3) 2.572 16.46 1.47× 3.75 5.70 0.77 0.54 207.57
FORA (N = 3) 2.191 8.59 2.76× 3.88 6.43 0.79 0.54 229.02
ToCa (N = 3) 2.087 10.23 2.32× 3.04 5.14 0.79 0.56 230.70
ToCa (N = 4) 2.063 8.73 2.72× 3.64 5.55 0.78 0.56 223.25
ProCache (B = 21) 2.049 8.66 2.74× 2.93 4.94 0.81 0.57 235.40
ProCache (B = 17) 1.725 8.18 2.90× 2.96 4.93 0.80 0.57 232.85
ProCache (B = 13) 1.654 6.42 3.69× 3.59 6.05 0.80 0.55 225.23

Table B: Quantitative comparison on class-to-image generation on ImageNet with DiT-XL/2.

C.2 Feasibility of Offline Evaluation
For the ProCache framework, the optimal caching pattern is selected through offline evaluation on a small representative dataset
to minimize computational overhead. To validate the feasibility of this approach, we conduct ablation studies on ImageNet
where we fix a computational budget and generate 5 random patterns. As shown in Table C, the pattern achieving the best



performance on the small dataset (FID-1k) consistently demonstrates superior performance on the full dataset (FID-50k) as
well, confirming that offline evaluation on a small subset reliably identifies patterns that generalize to the complete dataset.
This critical finding validates our practical design choice of using lightweight offline evaluation, which significantly reduces
the search time from hours to minutes while maintaining selection accuracy and eliminating the need for resource-intensive
full-dataset evaluation during the pattern search phase.

Run Trials FID-1k ↓ FID-50k ↓
1 45.44 3.41
2 45.48 3.42
3 45.64 3.61
4 45.45 3.46
5 45.36 3.39

Table C: Consistency between small-scale (FID-1k) and full-scale (FID-50k) evaluation of caching patterns on ImageNet. The
pattern achieving optimal performance on the small dataset consistently generalizes to the complete dataset.

C.3 Computational Efficiency of Pattern Search
The computational efficiency of our constraint-aware pattern search algorithm is critical for practical deployment. We evaluate
its performance on a standard CPU environment to demonstrate its lightweight nature. When configured with the default sam-
pling quota K = 5, the algorithm completes the search process in approximately 0.001 seconds on an AMD Ryzen 7 5800H
processor (3.2GHz). This near-instantaneous execution time confirms that the pattern search introduces negligible overhead to
the overall inference pipeline. As expected, the search duration scales linearly with the maximum attempt count M , following
the relationship t ∝M , while remaining well below one second even for significantly larger M values.

To further investigate the relationship between search effort and solution space exploration, we conduct experiments with
varying maximum attempt counts while fixing other parameters (B = 17, denoising steps T = 50, vmin = 2, vmax = 5). Table
D presents the number of valid patterns discovered across different M values, with the sampling quota set to K = 1000 to
maximize solution discovery without artificial constraints. Notably, the results reveal that the constrained search space contains
only 30 valid patterns for this configuration. The search process rapidly converges, finding 20 patterns with just 103 attempts
and reaching the complete set of 30 patterns by 106 attempts. Crucially, increasing M beyond 106 yields no additional valid
patterns, as evidenced by identical counts at M = 106 and M = 107. This convergence behavior confirms that our default
setting of M = 106 provides complete exploration of the feasible solution space while maintaining computational efficiency,
making higher attempt counts unnecessary for practical implementation.

Maximum Attempts (M ) Valid Patterns Found Search Time (s)

103 20 0.008
104 25 0.086
105 27 0.856
106 30 8.572
107 30 86.07

Table D: Relationship between maximum attempt count and the number of valid patterns discovered under fixed constraints
(B = 17, T = 50, vmin = 2, vmax = 5).

D More Visualization Results
To further illustrate the qualitative improvements of our method, we present visualization examples on Pixart-α and DiT (Figure
B, Figure C, Figure D). With similar speed-up ratios compared with FORA (Selvaraju et al. 2024) (1.96×), our method produces
more realistic, detailed images and better alignment with original images and text prompts. For example, under the prompt A
young man dressed in ancient Chinese clothing, asian people, has a handsome face and wears a white robe.”, the image
generated by FORA exhibit significant visual degradation, affecting both the main subject and fine details. In contrast, ProCache
preserves details effectively, retaining even subtle elements such as the blue light adjacent to the samurai’s body. These results
showcase the superior fidelity and consistency of our method in generating high-quality outputs across diverse scenarios.

E Visualization of Searched Caching Pattern
The searched caching patterns for PixArt-α, DiT-XL/2, and FLUX.1-dev are shown in Figure A. Unlike uniform caching
strategies that apply fixed intervals throughout the denoising process, ProCache discovers non-uniform patterns that align with
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Figure A: Visualization of the final caching patterns searched by ProCache for different models.

the temporal dynamics of diffusion transformers. Specifically, the patterns exhibit longer reuse intervals in early and middle
denoising stages where feature changes remain minimal, and progressively shorter intervals in later stages where features
evolve rapidly. This adaptive scheduling effectively balances computational efficiency with generation quality by allocating
more computation resources to critical time periods while maximizing reuse during stable phases. ProCache achieves superior
quality-speed trade-offs compared to uniform caching strategies.



Figure B: Visualization examples of DiT-XL/2.

Original
1.00x

ProCache
1.96x

FORA
1.98x

“A detailed oil 
painting of an old sea 
captain, steering his 
ship through a storm. 
Saltwater is splashing 

over the deck.”

“A man is sitting in a 
chair with his chin 
resting on his hand. 

His feet are crossed.”

“A young man 
dressed in ancient 
Chinese clothing, 

Asian people, has a 
handsome face and 

wears a white robe.”

“An ink sketch style 
illustration of a small 
hedgehog holding a 
piece of watermelon 
with its tiny paw.”

“An anthropomorphic 
profile of the white 
snow owl Crystal 

priestess , art deco 
painting, pretty.”

“An art collection 
style and fashion 

shoot, in the style of 
made of glass, with 
dark blue and light 

pink.”

Figure C: Visualization examples for different acceleration methods on Pixart-α.



“A bucket bag made of 
blue suede. The bag is 

decorated with intricate 
golden paisley 

patterns.”

“A modern architectural 
building with large glass 
windows, situated on a 

cliff.”

“A small cactus with a 
happy face in the Sahara 

desert.”

“An astronaut sits in a 
diner, eating fries, in a 

cinematic scene.”

“knolling of a drawing 
tools for painter.”

“A professional portrait 
photo of an 

anthropomorphic cat 
wearing fancy 

gentleman hat and 
jacket.”

“The image features a 
woman wearing a red 
shirt with an icon. She 

appears to be posing for 
the camera.”

Original
1.00x

ProCache
1.96x

FORA
1.98x

曹凡璞是⼤傻逼

Figure D: Visualization examples for different acceleration methods on Pixart-α.


